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Baseline Sparse Layer Implementation

• Sparse weights: CSR
• Activation features: dense (col.-major)
• Gather approach
• Each thread computes a single output
• Inactive features are pruned
• ReLU is fused with SpMM

Sparse Weight Matrix Input & Output Features
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Baseline Sparse Layer Implementation

• Sparse weights: CSR
• Activation features: dense (col.-major)
• Gather approach
• Each thread computes a single output
• Inactive features are pruned
• ReLU is fused with SpMM

• Weight matrix by all output features
• Input features by different threads

Data Access Redundancies

• Irregular access to input features
• Uncoalesced access to weight matrix

Data Access Latencies

Sparse Weight Matrix Input & Output Features
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Optimized Sparse Layer Implementation

Multi-Level Input Buffering
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Optimized Sparse Layer Implementation

Intermediate Data Structures Multi-Level Input Buffering Weights Sliced ELLPACK
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Memory Optimizations

• short indices
• half weights (not used for Graph Challenge)
• Compact struct (not used for Graph Challenge)
• Batching for features
• Out-of-core streaming for weights

SpMM+ReLU
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Memory Optimizations Multi-GPU Parallelization

• short indices
• half weights (not used for Graph Challenge)
• Compact struct (not used for Graph Challenge)
• Batching for features
• Out-of-core streaming for weights

SpMM+ReLU
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Inference Time
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MemcpyH2D

MemcpyH2D

• Batch parallelism
• Weights are duplicated
• Features are partitioned
• Suffers from load imbalancing
• Suffers from low granularity

50 GB/s
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50 GB/s

Out-of-core Streaming
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Inference Throughput (TeraEdges/Second)
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https://github.com/merthidayetoglu/SpDNN_Challenge2020

Thank You
Q&A

https://github.com/merthidayetoglu/SpDNN_Challenge2020

